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ABSTRACT: 
 Diabetes is a disease that is caused by a high glucose level in the human body. Diabetes should not be overlooked; if left 

untreated, it can lead to serious complications such as heart disease, renal disease, high blood pressure, vision loss, and damage to 

other organs in the body. If diabetes is detected early enough, it can be managed. To reach this purpose, we will use several 

machine learning techniques to do early diabetes prediction in a human body or a patient for a higher accuracy. Techniques for 

machine learning by developing models using patient datasets, you can improve your prediction results. On a dataset, we will 

utilize Machine Learning Classification and in this study. K-Nearest Neighbor (KNN), Logistic Regression (LR), Decision Tree 

(DT).Every model has a distinct level of precision. 
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1 INTRODUCTION: 

Diabetes is one of the world's most deadly diseases. Diabetes can be caused by elevated blood glucose levels, for example. It 

affects the hormone insulin, causing crab metabolism and blood sugar levels to drop. Diabetes occurs when the body does not 

create enough insulin. Diabetes affects 430 million people globally, with the majority residing in low- and middle-income coun-

tries, according to the World Health Organization. This figure might rise to 510 billion by 2035. Despite this, diabetes is common 

in some nations, including Canada, China, and India. Because India's population has topped 100 million, the country's diabetes 

rate has increased to 40 million people. Diabetes is one of the main causes of death in the globe.. Early detection of diseases such 

as diabetes can be controlled and human lives saved. To do so, this study looks into diabetes prediction using a variety of diabetes-

related characteristics.we predict diabetes using several Machine Learning classification. Machine learning is a technique for ex-

plicitly training computers or machines. By constructing multiple classification from acquired datasets, various Machine Learning 

Techniques deliver efficient results for collecting knowledge. This type of information can be used to predict diabetes. Various 

Machine Learning approaches are capable of prediction, however selecting the optimum methodology is difficult. As a result, we 

use common classification on the dataset to make predictions. 

 

1.1 Machine Learning Algorithms 

As per Wikipedia, "Machine learning is the scientific study of algorithms and statistical models that computer systems use 

to perform a specific task without using explicit instructions, relying on patterns and inference instead. It is seen as a subset 

of artificial intelligence". In this paper various supervised learning algorithms are used for employee attrition prediction. 

Following algorithms were applied to predict employee attrition.  

 

A. Logistic Regression 

Logistic regression continues to be one of the most widely used methods in data mining in general and binary data classifi-

cation in particular.It is useful when you wish to perform binary classification. It performs even better if you remove the 

irrelevant columns from the dataset. Removing irrelevant data from the dataset gives the higher accuracy in the case of 

logistic regression. 

B. KNN (K Nearest Neighbor) 

The KNN algorithm is very simple and very effective. KNN means it finds the similar objects or say instances from the 

given dataset. K is the number of instances.  
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C. Decision Tree 

Decision Trees are an important type of algorithm for predictive modeling machine learning. It is similar to the concept of 

data structure. Input variable is root and leaf node contains Y or N in case of binary classification. 

 

2 Literature Review 

Predicting diabetes onset: an ensemble supervised learning strategy was described by Nonso-Nnamoko et al. [4]. For the en-

sembles, five widely used classifiers are used, and their outputs are aggregated using a meta-classifier. The findings are reported 

and compared to other studies in the literature that used the same dataset. Itis demonstrated that diabetes onset prediction can 

be done more accurately utilising the proposed strategy. Diabetes Prediction Using Machine Learning Techniques, given by 

Tejas N. Joshi et al. [3], tries to predict diabetes using three different supervised machine learning methods:, Logistic regression, 

and KNN. This project suggests an excellent method for detecting diabetes illness earlier.Dheeraj Shetty et al. [7] presented 

diabetes illness prediction using data mining to create the Intelligent Diabetes Disease Prediction System, which provides dia-

betes malady analysis using a database of diabetes patients. 

In this method, KNN (K-Nearest Neighbor) algorithms are used to a diabetic patient database, which is then analyzed using 

numerous diabetes variables to predict diabetes disease. In their proposed study on diabetes prediction using machine learning 

algorithms in healthcare, they used three different machine learning algorithms. The algorithms' performance and accuracy are 

compared and rated. The study's analysis of multiple machine learning techniques reveals which algorithm is most commonly 

employed to predict diabetes. Researchers are interested in diabetes prediction in order to train an algorithm to correctly classify 

a dataset and determine if a patient is diabetic or not. According to previous study, the classification technique has not improved 

considerably. Because diabetes prediction is such an important topic in computers, a system is needed to handle the issues that 

have been raised based on previous research. 
 

3.Implementation 

3.1Dataset Description 

For implementation of various machine learning algorithms, a dataset was needed. Here in this paper we have used this URL: 

https://www.kaggle.com/saurabh00007/diabetescsv. The name of dataset is Diabetes.csv. This dataset consisting of 769 rows 

and 8 columns.  

 

 

 
 

[Fig1. Dataset columns and its data type] 

 

 

 3.2 Introduction to Google Collab 

Google collab was utilized to develop multiple machine learning algorithms on the HR dataset. Google is adamant about AI 

research. Google spent many years developing TensorFlow, an AI framework, and Collaboratory, a development platform. Ten-

sorFlow is now open-source, and Google has made Collaboratory available to the public for free since 2017. Google Collab, or 

just Collab, has replaced Collaboratory. Another appealing feature that google provides to developers is the utilization of GPU. 

Collab supports GPU and is completely free. One of the motivations for making it freely available to the public could be to make 

its software a standard in academics for teaching machine learning and data science. It may also have the long-term goal of estab-

lishing a customer base for Google Cloud APIs, which are sold on a per-use basis. Regardless of the causes, the introduction of 

Collab has made machine learning application learning and development easier [14]. 
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3.3 Implementation Steps 

Implementation steps are explained using following diagram. Diagram also explains the process which is going to occur in each 

step. The Fig.2 shows both: process name and process details. 

3.4 Identifying feature importance for Diabetes prediction 

Feature of any project simply means the attribute. This section deals with the data that actually which features are more 

correlated for diabetes prediction. 

 

[Fig.2 Various features histogram for diabetes importance] 

3.5 Implementing ML algorithm  

  In this paper, logistic regression, Decision tree classifier and K-Nearest neigh   bor (KNN) were applied to compare 

their results and finding out the best suitable algo rithm for Diabetes prediction. With the help of SCI-KITlearn library, various 

 ML  algorithms. 

 

 
 

    [Figure 3 : implementation of KNN] 
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  [Figure 4 Implementation of Decision Tree] 

 

LOGISTIC REGRESSION 

 

 
[Figure 5 Implementation of  logistic regression] 

 

3.6 Machine learning Model  

 

 

This is most important phase which includes model building for prediction of diabetes. In this we have implemented various 

machine learning algorithms which are discussed above for diabetes prediction.  

 

 
       [Figure 6 : ML model] 

 

 

 

      IMPLEMENTATION STEPS 

 Procedure of Proposed Methodology 

 

 1: Import required libraries and dataset. 

2: Pre-Process for remove missing data 

3. Select 80 % for training data and select 20% for testing data 

 4: Choose the machine learning algorithm like- K-Nearest Neighbour.  

  Decision Tree, Logistic regression algorithm.  

 5: Build the classifier model for selected machine learning algorithm based on training set.  

 6: Test the Classifier model for the selected machine learning algorithm based on test set. 

 7: Perform Comparison Evaluation of the experimental performance results obtained for each classifier.  

 8: After analyzing based on various measures conclude the best performing algorithm. 

 

Data 
Collection

Data 
Preprocess

ing
Training Testing Validation

Accuracy 
analysisi
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4.Result Analysis 

In this work different process were taken. The proposed approach uses different classification and implemented using 

python. These methods are standard Machine Learning methods used to obtain the best accuracy from data. In this work 

we see that KNN achieves better compared to others. Over-all we have used best Machine Learning techniques for 

prediction and to achieve high performance accuracy. Figure shows the result of these Machine Learning methods. 

 

 

 

 

 

4.2Feature correlation Analysis 

 Here feature played very important role in in this diabetes prediction for machine  learning The sum of the importance of all 

feature playing major role for diabetes  have been described, where X-axis represents the importance of all feature and Y- Axis 

the names of the features.  

 

 

 

Heatmap of feature (and outcome) correlations 

 

[Figure 7: Heatmap of feature (and outcome) correlations] 

 

MAIN FEATURES OF DIABETES PREDICTIONS: 
 

1. Pregnancies  

2. Glucose 

3. Blood-Pressure 

4. SkinThikness 

5. Insulin 

6. BMI 

7. DiabetesPedigreeFuction 

8. Age 
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5 Best algorithm Analysis 

[Table 1: Various Algorithm analysis for Diabetes prediction] 

 

 

 

 

 

 

 

6 Conclusion : 

The main focus of this project was to implement Diabetes Prediction Using Machine Learning Methods .The proposed approach 

uses various classification algorithms on KNN, Decision Tree and Logistic Regression are used. 78% classification accuracy had 

been achieved. The Experimental results can be asst health care to take early prediction and make early decision to cure diabetes 

and save humans life. In this project KNN have higher testing accuracy. 
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